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Abstract: Honeypots are information system resources, whose vasérliunautho-
rized or illicit use of these resources. In this paper, wesprd a project that has estab-
lished a world-wide distributed sensor system of honeypafithin this system, each
platform has the same configuration, thus allowing us to amaphe collected data
of each platform. And since all platforms send all logginged® a central database,
this enables us to correlate all data and draw conclusiopgffit.

Besides presenting the project, we show how the collectead @ be used to
learn more about attack patterns. In addition, we illusgrdtow we can learn more
about root-causes of attacks, i.e., specific tools or tapes used by attackers.

1 Introduction

Today, almost all aspects of our life, e.g., mobile commatidn and finance, depend
heavily on computer systems. Due to the growing pervasa&né computers (for ex-
ample eHomes or Personal Area Networks) and ubiquitouslityoti users and devices,
this dependence is steadily increasing. Neverthelesss #ive more and more security
threats in communication networks: we are flooded with ungetl bulk e-mail (UBE —
“spam”), we have huge problems with viruses, worms and attadware, and crackers are
often able to break into systems. Furthermore, Denialerf48e (DoS) attacks, electronic
fraud, and other abuses of communication systems show thiesiides of the progressive
interconnection. In the area of information security, egskers all over the world try to
find ways to stop at least some of these threats.

An approach to learn more about attacks and attack patteiresied on the idea of elec-
tronic decoys, callethoneypots A honeypot is an information system resource whose
value lies in unauthorized or illicit use of that resourceallows us to learn more about
attacks in communication networks. Honeypots can also b&bawed into networks of
honeypotsljoneynetsto learn more about the diverse proceeding of attackerstailéd
introduction to honeypots and honeynets can be found irOfFapDGHO04a, DGHO04b].

With a classical honeynet, we can learn more about attacisstga single network and a
single environment, respectively. So we get a rather loeal of attacks and presumably
miss “the big picture”. To change this, we participate in ajgect entitledleurre.com
This project is a distributed approach in honeypot-basseteh and we will describe the
architecture and some of the results we obtained in thisosecMore results have been
published as [PHO5] and more information about leurre.cambe found in [DPPO5].



This paper is outlined as follows: Section 2 gives an ovendgérelated work in the field.
An overview of the network and system setup is given in Seciand we present several
results in Section 4. Finally, we conclude this paper withtea 5.

2 Redated Work

Today, many solutions exist to observe malicious traffic terge-scale base, e.g., on the
whole Internet. However, they often consist in monitoringeay large number of unused
IP address spaces to monitor malicious activities. Sewvernales have been used to de-
scribe this technique, such astwork telescopei€aios, MVS01],blackholedSMSO01,
CBM™04], darknets[CymO04], orInternet Motion SensofiMS) [BCJ+05]. All of these
projects have the same approach: they use a large piecel#liglannounced IPv4 ad-
dress space and passively monitor all incoming traffic. kangle, the network telescope
run by the University of California, San Diego, use$ IP addresses. This is 1/256th of
all IPv4 addresses. The telescope contains almost nonedéihosts, so inbound traffic
to nonexistent machines is always anomalous in some waythieeprinciple of honeynets
is also used in this context. By analyzing all packets, threyadble to infer information
about attackers. Since the network telescope contain®sippately 1/256th of all IPv4
addresses, it receives roughly one out of every 256 packetdy an Internet worm with
an unbiased random number generator. Thus the monitoringefpected traffic yields a
view of certain remote network events. This can for examplesed to study the threats
posed by Denial-of-Service attacks [MVS01].

Another approach is to passive measure live networks byalezimg and analyzing fire-
wall logs or IDS alerts [InsO5a, YBJO4]. Especially theernet Storm Cente(ISC) /
DShield.org[Ins05b, Ins05a] is a well-known project in this area. Irsthioject, the col-
lected data are simple packet filter information from dfetrsources all around the world
and no “high-level” data are included. Reports are pubtistre a daily basis and include
information about attack patterns and takes a closer loakasual events. A report com-
bines 8 — 20 million records per day with 200,000 — 400,000c®and 300,000 — 450,000
target IP addresses per day. The results are neverthelgssimple queries like “Most
Attacked Port”. Moreover, the data contain no detailedrimfation about the source who
has collected the packet. So a comparison of differentlstismot easily possible.

Coarse-grained interface counters and more fine-grainedaif@lysis tools such ddet-
Flow/cflow offer another readily available source of informationfléw is defined as IP
traffic with the same source IP, destination IP, source pudtdestination port, since this
guadruple can describe the IP traffic between two devicelseimternet. A router which is
capable of flows will only output a flow record when it detergsrthat the flow is finished,
e.g., either by explicit connection shutdown or timeoute Tlows are stored in a central
database and can be analyzed from a high-level point of Viith this aggregation of
data, it is often possible to draw conclusions about unusetts within a network.

Finally, another approach is similar to the one we use forpyoject: in the context of
the projecteCSIRT.netseveral European Computer Security Incident Responseslea



(CSIRTSs) set up a network of IDS sensors across Europe [GDR®Ys network collected
data about attacks in a central database for further asadysl helped in vulnerability
assessment. After the project ended, some teams decidedtioue the then established
sensor network across Europe, which provides informatmutinetwork attacks since
September 2003.

3 TheProject Leurre.com

After having introduced several other approaches for né¢éwade monitoring, we can
now start to describe the project we are involved in. Undertfoject naméeurre.com
we have established a world-wide network of honeypots. T®tepsof this project is
depicted in Figure 1 and will be described in the followinggzgraphs.
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Figure 1: Setup of leurre.com

The setup is based on the honeypot softwareeydPro05b, ProO4]Honeydis a small
daemon which creates virtual hosts on a network. It simsigwe TCP/IP stack of arbitrary
operating systems and can be configured to run arbitrarycestv This tool enables a
single computer system to claim multiple addresses bydafging Address Resolution
Protocol (ARP, [Plu82]) requests and redirecting therhdoeyd

Honeydallows us to easily set up several virtual hosts on a netwdtk several ser-

vices. This is used to build an easy to deploy low-interactioneynet. For this project,
a bootable CD-ROM has been developed that does exactlyehish participant has to
provide a common off-the-shelf (COTS) computer system. Sjistem is booted with the
provided CD-ROM and a floppy, which contains customizatifmmsach platform. Dur-

ing the fully automated installation process, a low-inttian honeynet with three virtual
hosts is set up. This platfori® is the basic building block of thieurre.comproject. Each

platform consist of three virtual hosks 3, with the following configuration:



e h; andhy: Personality is “Microsoft Windows 2000 SP3” and severallskaown
TCP and UDP ports are configured as being open. These podd@ETP, Telnet,
HTTP, and NetBIOS. Some of these ports also have scriptsiassd to them in
order to actually simulate a service.

e h3: Personality is “Linux Kernel 2.4.20” and more than five TG8ttp are config-
ured as being open. Besides common services like SSH, FAPERP, also several
uncommon services like line printer spooler or cachingiserare simulated.

Each platform has the same configuration file, in order to daseomparison of mali-
cious activities between some of them. This helps to avadihin drawback of projects
like DShield.org since we know that all platforms have the same configuraimhthus
simulate the same services, we can easily compare attaakssadifferent platforms.

In August 2005, there are 32 platforms deployed all arouedwbrld. Platforms cover
more than 16 countries on four continents. All of these platfs are located in different
IP ranges. Thus we are currently able to cover some part ofttede Internet, although
we have deployed only a limited amount of sensors with orgeghP addresses each.

To learn more about attack patterns, we want to learn moretabe actual root-cause of
network traffic we receive. To help in that, we want to learrrenabout thattack source
An attack source (in shorsource is defined in the following way [PDO04]:

“Attack Sourceit defines an IP address that targets our honeypot envirohme
within one day. This time constraint is arbitrary and basel¢t on our obser-
vation: so far, observed attacks have always been limitsddat time periods
(no more than 1 minute). Thus, if the same IP address is sgipdickets to
one of our honeypots on the 12th of January and then on thef4tkhyu-
ary, we consider that they come from two distinct attack sesir In addition,
this definition is motivated by the fact that some IP addresse dynamically
allocated and they change frequently, in terms of daysT...]

To learn more about the attack source, we use passive terdfqr fingerprinting the
remote operating system. Since the TCP/IP stack of all dipgraystems has some mi-
nor differences, it is possible to conclude which systematii@cker is running if we just
analyze the packet that we receive. With this completelgipasnalysis we do not gen-
erate any additional or unusual network traffic. Nevertb&leve are often able to give an
educated guess of the remote operating system. For thisgeigpe use the toofsf and
discowhich implement this technique.

To help in analyzing the attack source, we also use sevestd to determine the geo-
graphical location of the source. Currently we use the thi@igsecandMaxmind GeolP

With the help of these tools, we can enrich the collected datait an attack source with
several other information, e.g., the remote operatioresysir the geographical location.
This helps us to learn more about the actual attack. All degecallected in a central

database which can be queried by all participants. Thiddatis the central source for
data analysis and allows everyone who contributes to thegirto learn more about the



Platform | Number of sources Average sources/day
P 309626 894.87
Py 45407 574.77
P; 76578 238.56
P, 30528 160.67
Ps 14911 55.23
Py 9080 39.65

Table 1: Number of unique source and average number of sopereday for different platforms

data collected at the other platforms. The database candreedwia a web interface that
allows each participant to execute arbitrary SQL queri@xessome of the collected data
are sensitive information (e.g., the IP addresses of atfqrlas), every participant has to
sign a Non-Disclosure Agreement (NDA). This NDA helps totpmb all sensitive data and

ensures that all of this information stays private. Besitiés it allows everyone to use

the collected information for his own purposes. In the feilog, we will present several

results we have obtained by our analysis. If not stated wilker the analysis is based
on the platform we have deployed at the Laboratory for DepbledDistributed Systems.

Please note that data is sanitized if necessary so that st miateallow one to draw any

conclusions about specific attacks against a particuldesysand protects the identity
and privacy of those involved.

4 Results

At first, we will take a look at some statistical numbers weéhavllected in the past
months. We the help of the web interface, we can easily qiergatabase to get a quick
overview of peaks in the data set that we have collected:

e Average number of attack sources per day is 184.94

e Maximum number of attack sources per day was 2022 and hag@emMNovember
15, 2004.

The two number show that there is a high variation in the ctéig data about the number
of unique attack sources per day. To take a closer look aptesomenon, we present
in Table 1 the number of unique sources for six differentfplats. In addition, the ta-
ble presents the average number of sources per day, whigls shbigh variation across
different platforms as well.

Currently it is unclear why we have this high variation in thenber of average source per
day. One possible explanation for the high number of avesageces for the first platform
is the following: since this system is deployed within théwak with the first octe 92,

it presumably receives many packets from broken systemshwige Network Address
Translation (NAT). Such a system often use the IP range 882010/16 (defined in RFC



Windows | Others| Unknown
Week 1 7235 18 10
Week 2 6839 26 5
Week 3 6475 38 -
Week 4 7766 89 -

Week 5 6594 24 64
Week 6 3599 5 58
Week 7 4640 11 92
Week 8 6247 20 83

Table 2: Operating system of attack source on weekly basigdes January and February 2005

1918). If this system is infected by autonomous spreadingara, the malware can try to
propagate further within the same network within the IP mfh§2.0.0.0/8. Thus it could
be that we receive many packets from autonomous malwarguttaties to attack other
systems. But we do not have an explanation why several setgceive on average traffic
from less than 60 sources per day. But we conclude that therd®aanges in the Internet
that are “more quiet” than others.

An analysis of the remote operating system of an attack sowneeals the following re-
sult: almost all attack sources are running Microsoft WindoTable 2 shows the remote
operating systems that has been detected during the pano@®d/ 1, 2005 until February
26, 2005 on a weekly basis for one specific platform. Thisrimfation is based on the
analysis bypOf. The statistic shows that clearly most of the attack soumoesunning Mi-
crosoft Windows. The presumable reason for this is: mostrearhous spreading malware
is propagating with the help of machines that run Windowspesating system. This au-
tonomous spreading malware generates a lot of traffic thatwsive with our platforms.
At other platforms, the observed distribution of operathygtems is slightly less biased,
but nevertheless Windows clearly dominates on all platorm

With the help of the tooMaxmind GeolPwe can also determine the country in which
the attack source is located. In Figure 2 we give an overvitlveodistribution of attack
sources by country. This data is based on the information awe lzollected between
January 1, 2005, and June 30, 2005, on our platform. In thisghewe could observe
153,791 attack sources in total. We used Maxmind GeolP tlyzethe mapping between
IP addresses and country. As we can see in the figure, mosk attarces are located in
the United States (24 %) and China (18 %). Germany (7 %), J&p#6), and Canada (5
%) follow on the next positions. With 33 %, the number of dttaources located in other
countries is high. In total, we have observed attacks frof d@intries. For example,
only one source could be located in Zambia and Netherlantisdiles.

For other platforms, the collected data show similar resuift table 3 we give an overview
for the same period of time (January 1 — June 30, 2005) foetliferent platforms
P;,i=1...3that are deployed in different IP ranges.

Nevertheless, there are platforms that show differentites&or example, platfornts
monitors a huge amount of traffic originating from the Uniftdtes. In addition, another
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Figure 2: Country of attack source, monitored at one platfbetween January and June 2005

12 P, Py
US | 23.76| 20.91| 47.78
CN | 18.15| 5.45]| 11.11
DE | 7.38| 8.73| 255
JP | 5.89| 2.10| 3.30
CA | 537| 157| 9.01
FR | 3.66| 4.68| 2.20
ES | 154| 6.40| 1.88
IT | 1.78| 5.80| 1.30

Table 3: Distribution of country in percent for attack semsbetween January and July 2005

platform received a significant amount of traffic originativom one single country that
could not be observed by the other platforms. Currently, waat have an explanation
for these uncommon events. It could be that these spikesuareodspoofing attacks, i.e.,
the attacker tries to hide his true identity by specifyingtiier TCP source address during
his attack.

One of the first results that we want to present is the follgvdbservation:

Observation 1: Let R be a specific root-cause of an attaék be a platform
with the configuration described above, and n be the totabauof platforms
deployed. Then the traffic, thatis caused®and monitored at each platform
P;,i € N, is correlated, unless the traffic Bt is below a certain threshold.

A root-causeRr of an attack is a specific tool or specific technique, with \wtdo attacker
is able to execute a certain attack against a system. Thusedheause exactly describes
the attack pattern that can be observed by a monitoringraysfen example of a root-
cause is aexploit with which an attacker can take advantage of a vulnergb@iften the



root-cause of an event can be narrowed down to only one tabhtis been used by the
attacker. But there are also cases in which this is not plessitdl in which we can confine
the root-cause to only a few possible tools that could haea lsed by the attacker.

Observation 1 states that similar attacks can be obsenadicesitvironments, if the specific
environment receives at least enough traffic to be over aicdtireshold. This constraint
is necessary since platforms with low attack profile caradelst not monitor every kind of
attack. In addition, random noise that is generated by pantsor other systems, should
not be taken into account. In the following, we will show tktare is indeed a correlation
of root-causes of attacks that can be monitored networlevidde will do this on the basis
of several examples, that show the correlation and thusautiste our observations.

We will start with an analysis of the total number of uniqueie@s monitored at each
platform per day. Figure 3 displays this number for threéedént platforms that are
deployed at three different locations and in three diffetl@nranges. The plotted data
starts at April 1, 2005, and lasts until July 1, 2005. FromRfuire it is obvious that these
three data sets are correlated since they follow a similapshFor example, we can see
that all three platforms have a low number of unique sourtéseadays 25, 61, and 75.
Moreover, all platforms have a spike at days 7, 27, and 81eNlegless, the correlation is
not perfect. For example, on day 38, two platforms have anatiMew number of unique
sources, whereas the third platform received more traféin tisual. Please notice that one
of the platforms had three days downtime between day 70 andufthg which no data
was collected.
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Figure 3: Number of unique sources per day on all TCP portsiitor@d at three platforms within
three months

If we just plot the unique sources for one specific TCP portalse see that the data sets
are correlated. Figure 4 shows the number of unique souoceBdP port 445 between
April 1, 2005 and July 1, 2005. Again, we observe spikes arlémels of unique sources at
the same days as noted above. Thus we can conclude with fheftibls figures, that the
data sets are correlated. Of course, we cannot give a haodl @irthis observation since
we take measured data into account. Nevertheless, we hapthéhpresented examples



support our observation.
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Figure 4: Number of unique source per day for TCP port 445, itared at three platforms within
three months

The second import results that we want to present is theviolip observation:

Observation 2: Let P be a platform with the configuration described above,
andn € N be the total number of platforms deployed. If a new root-eaus
R appears (i.e., a new exploit is used by attackers or attaakss a new
technique), we can observe it at least at a subset of albptatfP;, 7 = 1..n.

Again, no hard proof of this observation can be given due ¢éortlissing mathematical
foundations of the whole observations. Nevertheless, \weysee again some examples to
substantiate our observation. We will start with a new rcentseR; that was at first ob-
served at the end of November 2005. We will take a look at TGP4&, that is commonly
used by Windows Internet Naming Service (WINS). WINS pregic service similar to
DNS for systems that use NetBIOS. With the help of this seqnietBIOS names can be
mapped to IP addresses and vice versa. Figure 5 displaysithban of unique sources
per day observed at TCP port 42 from November 15, 2004 untilay 4, 2005, for all
platforms. At all days before November 5, we observed almostraffic at this port.
This port is commonly not contacted by systems located ieratletworks and thus rather
quiet. Only sometimes one or two unique sources could berabdebut most of the time
no traffic is received on this port.

At November 26, 2005 (day 11 in the figure), Immunity [AitO8]eased an advisory for
a vulnerability at TCP port 42. The vulnerability can be usedain remote access to
an unpatched system. However, Immunity did not release ploieXor everyone, only
Immunity’s client base had received a working exploit. e following days, we could
observe an increasing amount of traffic at this port. Probti$ traffic was caused due
to this new root-cause, resulting from attackers that sedrarge parts of the Internet
for vulnerable systems. At December 31, 2004 (day 46 in thedig an exploit for this



vulnerability was released. Again, we can observe an isimgeamount of traffic. This
traffic is caused by attackers that actively attack othetesys and scan large parts of the
IP space. A huge increase of the number of unique sourcesecarohitored shortly after
this date, since also a network worm using this vulnerabiiés released, and presumably
the first bots included this exploit in their propagation imagism to spread further.
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Figure 5: Number of unique sources per day for TCP port 42,itow@d by all platforms between
November 15, 2004, and January 5, 2005

If we take a look at a large time frame, we can see the impadieohew root-cause to
a greater extend. Figure 6 shows the number of unique sopezefay for TCP port 42
starting at November 15, 2004, until February 15, 2005. Agae see clearly that before
the actual vulnerability was announced (day 11), nothinddbe observed. Between day
11 and day 46 (release of actual exploit), we can monitor thigenthat is generated by
attackers that scan the Internet for vulnerable systemser Atfie release of the exploit,
we see a huge increase of the number of unique sources pefhiays probably caused
due to actual attacks and the network traffic that was geseiat autonomous spreading
malware that uses this vulnerability to propagate furtiarthe following months, the
amount of traffic at this TCP port stayed on a higher level.

And to give a further substantiation for Observation 1, weehplotted the number of

unigue sources per day for the three platforms we used inrtheéqus example for TCP

port 42 in Figure 7. Again, we see that the number of uniquecgsper day is correlated,
e.g., there is a spike at day 80 visible at all three platformkis figure confirms our

claim and we conclude that there is indeed a correlationtatks that can be monitored
network-wide.

As a second example to endorse Observation 2, we take a laoktiter root-caud,. At

August 3, 2005, a vulnerability for Computer Associate’sigitStor ARCserve Backup
Agent for SQL” was announced. This service listens on TCR 070 and provides
a service to backup and restore data. Together with the @gyian actual exploit was
released. Similar to the previous example, we will take & labthe number of unique
sources per day for this TCP port at all platforms. Figurespldiys this number for the
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Figure 6: Number of unique sources per day for TCP port 42,itow@d by all platforms between
November 15, 2004, and February 15, 2005
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Figure 7: Number of unique sources per day for TCP port 42 itoied by three different platforms
between November 15, 2004, and February 15, 2005

time between July 1, 2005, and August 11, 2005. Again, we ltaesen a TCP port
that normally does not receive much traffic and therefore idendt monitor any sources
before August 3, 2005 (day 33). After the release of the vialbiéity, we can monitor an
increasing amount of attack sources per day. Once more, medude that root-causg,
leads to events that can be monitored by our world-wideibigid sensor system.

The previous two examples have shown that there is indeeffest by each root-cause
R that can be observed with our distributed approach. Negkdk, we are not able to
monitor a new root-cause each time it appears. For exanfifite port on which the root-
cause could be monitored is subject to a lot of traffic (e.GPport 445 or TCP port 135),
we cannot easily monitor a new root-cause. Similarly, if thet-cause does not cause
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Figure 8: Number of unique sources per day for TCP port 60titored by all platforms between
July 1, 2005, and August 11, 2005

much traffic (e.g., only a limited number of individuals useusmknown, new exploit), we

can probably not monitor it since we will not be the target ofts an attack. Still, our

approach can be helpful to learn more about new attack patterd new root-causes. If
we observe a sudden change in the number of unique sourgess tn indication that

something suspicious is going on and that we should takeserclook at these events.
Our approach can thus be used as some kind of early-warnstgmsythat is a burglar
alarm for network-based attacks.

Since the collected data are stored in a database, it is@asgich for further correlations
within the data. At first we want to take a look a spegifart sequencesA port sequence
p = P1|P|Ps| ... is a sequence of packets that is observed at the portsc N from the
same attack source within a specific period of time.

Port sequences can be used to learn more about the rootBaakan attack. Often,
a root-cause leads to a characteristic sequence of pottahaccessed within a short
amount of time. And this characteristic can be used to ifieatspecific tool or technique
that has been used by an attacker. For example, the portrssug . s, = 135|4444|is

a clear sign that we have monitored an attack that is caus#ukiBlasterworm. Blaster
is a computer worm that attacks systems running Windows agatipg system. It was
first observed on August 11, 2003. At first, the worm tries tpleit a vulnerable machine
on TCP port 135 and aims at compromising the host by using raevability concern-
ing the Distributed Component Object Model (DCOM) Remotededure Call (RPC) of
Windows. If TCP port 135 is closed, the worm concludes thaaiinot exploit the host
and therefore search another target. If the port open,ttass that it can exploit the host.
Afterwards, it contacts TCP port 4444 on the correspondim@h this port, the first stage
of the worm has bound a command shell. And in the second stages to download it-
self and thus completely infecting the other system. So iblagerve that an attack source
contacts our low-interaction honeypots on TCP port 135 af##14n a short amount of
time, we can conclude that we have just seen a blaster woltrtriggto spread further.



As a second example, we explain how we can identify that tbecause of an attack is
the Dabberworm. On May 12, 2004, this worm was observed for the first tilfieom
[Gro04] we know that Dabber tries to propagate in the follogwvay:

“[...] the worm will connect to port 5554 and send a singleebgdn ascii

'C"). If that connection is successful, it will reconnectport 5554 and send
the exploit. After the exploit has been sent the worm wikkatpt to connect to
port 9898 on the target host in order to confirm the infecti@s wuccessful,
again sending an ascii 'C’. If the connection to port 9898uscgssful, an
internal tally is incremented, presumably so statistias loa retrieved from
the backdoor at a later time. Sequential scans on port 5569898 are an
indicator of an infection.”

So again, we search in our data for network connections to p@P 5554 and 9898
within a short period from the same attack source. If we finchsa port sequence
Poabber = 5554]/9898|, we can conclude that we have observed the propagation of the
Dabber worm. Similarly, we can identify other root-causkattacks by carefully analyz-

ing port sequences.

In Figure 9 we have plotted the humber of attack sources pekwsth port sequence
PDabber = 5554]9898] for the period April 1, 2004 up to November 11, 2004. In thetfirs
four weeks, we do not see any source with the port sequepgg.. Since at this point
of time, this root-cause did not exist. Starting with weelefiwee see that this root-cause
appears. We see a steady increase of this port sequence tnedfollowing weeks, we
can monitor the existence of the Dabber worm.

LEURRE.COM: Honeypot Eurecom Project
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Figure 9: Number of unique sources per week for which the-caote is Dabber between April and
November 2004

Some port sequences clearly dominate the whole databasm Be observe most traffic
on TCP ports 135 and 445, the port sequengeson = 135 andprsass = 445
dominate. Other short port sequences like:c = 1025| or py v s = 42| are also often



observed, but not that interesting from an analysis pointiefv since we can retrieve
such short port sequences with easier methods. Longer @guesce likep sy poom =
1025]6129]2745|80|3127| are more valuable from our point of view. This specific port
sequence points us to a variant of MgDoomworm. Similar to Blaster and Dabber, this
worm tries to exploit a remote vulnerability and propagat#fer. Several variants of this
worm exist, and one particular one can be recognized by dsadteristic port sequence
pMyDoom-

The analysis of a new port sequence can lead to a better fiigighroot-caus&. We can
learn more about correlations between packets that we Hearwed and narrow down a
specific root-cause. This is something that is not that\easi$sible with the information
provided by thdnternet Storm CentgflSC) / DShield.org/Ins05a].

5 Conclusion

In this paper we have presented a distributed approach iarteeof honeynets. We have
introduced the project leurre.com. In the scope of the ptpj@e help to establish a
world-wide distributed network of platforms, each platforunning the same honeynet
setup. All of these platforms have the same configurationsemd the collected data to
a central database. Hence, we are able to actually compacb#erved attacks in more
detail and carry out an in-depth analysis of the collectéarimation.

We have presented several results we have obtained by arathe collected data. For
example, we could show that there is a network-wide coioglatf events that can be
monitored at the different platforms. In addition, we shdwew we can determine a
new root-caus&. This can be achieved through a careful analysis of thelatagrces
monitored at a specific port. Moreover, we presented theaqnaf port sequences and
how this helps to learn more about root-causes of attacks.
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