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ABSTRACT
Long Term Evolution (LTE) provides the communication infrastructure for both professional and private use cases and has become an integral part of our everyday life. Even though LTE/4G overcomes many security issues of previous standards, recent work demonstrates several attack vectors on the physical and network layers of the LTE stack. We do, however, have only limited insights into the security and privacy aspects of the second layer.

In this work, we investigate the impact of fingerprinting attacks on encrypted LTE/4G layer-two traffic. Traffic fingerprinting enables an adversary to exploit the metadata side-channel of transmissions—with severe consequences for the user’s privacy. In multiple lab and commercial network experiments, we demonstrate the feasibility of passive and active fingerprinting attacks. First, passive website fingerprinting allows the attacker to learn a user’s accessed website from encrypted transmissions. While being a well-known attack in other contexts, we provide an extensive performance baseline of state-of-the-art website fingerprinting attacks of encrypted LTE traffic in a lab setup and successfully repeat the experiments in a commercial network. Second, in an active identity-mapping attack, we inject watermarks and localize users within a radio cell. Our attacks succeed for the current LTE/4G specification and exploit features that also persist in the upcoming 5G standard.

CSCS CONCEPTS
• Security and privacy → Mobile and wireless security;
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1 INTRODUCTION
LTE is the latest widely-deployed mobile communication standard and serves diverse use case scenarios, ranging from browsing to the implementation in critical infrastructures. LTE provides high-performance transmissions and sophisticated security features and finds extensive integration into our daily communication. Unfortunately, this integration allows an adversary to achieve tremendous impact in case of successful attacks.

Due to its importance, LTE motivates various attacks that range from denial-of-service through jamming [3, 22, 30, 31], over downgrade attacks that enforce a more insecure communication standard [24, 33, 40], to identification and localization attacks that reveal the presence of a user within a radio cell [40]. The majority of these attacks set a focus on either the physical layer (layer one) or the network layer (layer-three) of the protocol stack and leave a blind spot in-between on the second layer (data link layer), which ranges from the LTE Medium Access Control (MAC) to the Packet Data Convergence Protocol (PDCP). Recently, Rupprecht et al. [38] presented the first collection of attacks on layer two. Besides an active DNS redirection attack (called aLTEr), their work also introduces an identity mapping that enables website fingerprinting on encrypted LTE traffic. Their results predict severe consequences for the privacy of users.

An adversary with the ability to fingerprint encrypted traffic, either actively [49, 50] or passively [28], is often in a position to recover sensitive information about a user. Privacy leaks by traffic fingerprinting attacks first emerged when Cheng et al. [7] in 1998 found out that—even without access to the encrypted payload of a transmission—we can distinguish websites just from meta information like the number of packets sent over time. Since then, advances in classification techniques [14, 15], models of the user behavior [36], and modern machine-learning algorithms [37, 51] helped to improve the success of fingerprinting attacks in more challenging scenarios. Systems with additional security features, e.g., the Tor anonymity network [46], limit the threat of traffic analysis. Nevertheless, there is a large body of powerful attacks that also succeed in the context of Tor [10, 21, 25, 34, 35]. While this area of research emerged to a state where we find advanced attack concepts, little do we know about the success of state-of-the-art fingerprinting attacks on LTE layer-two traffic.

The usual website fingerprinting attack includes a training phase, in which the adversary records a preferably high number of sample traffic that resembles the transmission characteristics for a set of websites. There are two fundamental differences between usual website fingerprinting (WF) and fingerprinting LTE layer-two traffic. First, LTE adversaries use a downlink sniffer to access all transmissions within one radio cell. Conventional attacks, on the other hand,
often exploit compromised Tor relays, monitor a router of the user’s ISP, or record traces in a local network [25]. The latter requires control over physical nodes and adversarial access to the network infrastructure. On the other hand, radio layer attacks use affordable equipment, passive wireless monitoring can hardly be backtracked, and a certain amount of mobility allows the adversary to access different cells of multiple providers. Second, a further significant difference arises from the fact that we no longer obtain transport- and network-layer traffic of the TCP/IP protocol stack, but record a different set of metadata information from LTE layer two. Looking back on a strong series of state-of-the-art fingerprinting attacks, we cannot be sure about their classification capabilities on LTE-specific traffic characteristics.

In our work, we analyze the feasibility and impact of active and passive fingerprinting of LTE layer-two traffic. We begin our work with detailed documentation of the adversary model and provide a first experimental study of the influencing factors for layer-two website fingerprinting. These influencing factors include i) the effects of varying website contents over time, ii) differences between the hardware and software of multiple devices, and iii) the impact of application-layer obfuscation. Our experiments provide a performance baseline of attacks in a controlled private network and serve as an upper-bound benchmark. The results of our performance baseline experiments reveal that state-of-the-art classification techniques can successfully be transferred to the context of LTE. In a closed-world setup with 50 websites, we identify sites with a success rate in the range of 91% to 95% for simpler scenarios, but also experience the negative effects of obfuscation (53% success). Our data set consists of a total of 96,262 traces recorded over seven months including 93,490 traces recorded in our private network setup and 2772 live network traces from a commercial LTE network that we use for two real-world case studies.

Our case studies build the second evaluation step, in which we conduct attacks in a commercial network. First, we transfer the passive website fingerprinting to the new network and test whether the attack remains successful in this more challenging setup. Second, we actively inject watermarks in the user data stream to derive the identity and location of a user within the radio cell. Our results demonstrate that the use of layer-two scheduling information helps to reliably identify website traffic within a conventional commercial network with multiple active users with a success rate of 90%. While we demonstrate the severe privacy issues of an untargeted website fingerprinting attack, our second case study proves the ability to identify and localize a specific user within a cell. Combining both attacks, an adversary gains a dominant position to learn sensitive information about arbitrary users in a radio cell and can use this information as a starting point for further attacks.

While the first part covers the technical characteristics of LTE traffic fingerprinting, we conclude our work with a detailed discussion of the impact of both attacks. In particular, we address the threat of large-scale adversaries and discuss the consequences of real-world deployment. With the strict security and privacy implications of both fingerprinting attacks in mind, our work is also an appeal to the sustainable design of the upcoming 5G standard. In particular, similarities in the protocol specifications indicate the persisting threat of our demonstrated attack vectors.

In summary, the main contributions of this paper are:

- **Performance Baseline.** Using meta-analysis as a starting point, we conduct a website fingerprinting attack in a controlled lab environment and analyze the influencing factors that impact the success of the attack. Our experiments use state-of-the-art classification techniques from different contexts and provide a first performance baseline of website fingerprinting on LTE layer-two traffic.
- **Real-World Case Studies.** We conduct an active and a passive fingerprinting attack in a commercial network and analyze their feasibility under the more challenging circumstances of a real-world cell. Our results show that both website fingerprinting and user identification/localization are possible in practical scenarios with convincing success rates.
- **Discussion.** We provide a detailed discussion of the real-world effects of successful LTE layer-two fingerprinting. In particular, we focus on the capabilities of large-scale adversaries, existing countermeasure options, and the impact of our attacks on the upcoming 5G specification.

## 2 PRELIMINARIES

Before diving into detail with our experiments, we introduce the technical background of LTE layer-two characteristics and define the adversary model for our website fingerprinting and user identification attacks.

### 2.1 LTE Layer Two

LTE specifies the transmission procedure for messages exchanged between the phone (User Equipment (UE)) and the base station (Evolved NodeB (eNodeB)) with a layered protocol stack that is comparable to the ISO/OSI reference model. Our interest is in the second layer, i.e., the data link layer, that extends the underlying physical layer with additional services to manage the medium access and to provide mechanisms for integrity, reliability, and security. Layer two consists of three sub-layers that schedule the medium access (Medium Access Control (MAC)), manage data units (Radio Link Control (RLC)), and perform ciphering and optional IP header compression (Packet Data Convergence Protocol (PDCP)).

The MAC sub-layer is the first point of interest for our fingerprinting attacks, as we find temporary user identities for the management of active radio connections. The Radio Network Temporary Identifier (RNTI) helps an adversary to distinguish multiple UE connections in the radio cell and, eventually, allows to map recorded traffic to different connections. Please note that the user-specific Cell-RNTI, sub-range of the RNTI (C-RNTI) resembles a sub-range of the RNTI, which does not imply any technological differences in the context of traffic fingerprinting. In the remainder of this work, we use the RNTI to distinguish connections both in an untargeted attack and focus on a specific user (and the RNTI, respectively) in a targeted attack.

The UE obtains the RNTI by performing a Random Access Procedure (RAP) with the eNodeB, which then responds with an unencrypted Random Access Response (RAR). In all subsequent transmissions, e.g., when visiting a website, the MAC layer of the eNodeB identifies which radio resources are available and allocates them to the RNTI of the UE. This allocation is signalled to the UE using the Downlink Control Information (DCI) for all transmissions from the
eNodeB towards the UE. For the uplink direction, the UE signals a scheduling request and receives the uplink allocation. We can use this information to distinguish the transmissions of multiple UEs in uplink and downlink direction and derive individual traces from this. In the fingerprinting attacks, we use these traces to classify websites (passive website fingerprinting attack) or identify injected watermarks (active watermarking attack).

In addition to the scheduling information, the eNodeB and the UE decode all information of the underlying layers and decrypt incoming frames of the PDCP layer. Even though this does not grant access to the encrypted payload of a packet, we can still derive information like the PDCP packet length or sequence number and use this as metadata input for traffic fingerprinting.

2.2 Traffic Fingerprinting

The potential of traffic fingerprinting is unexplored in the context of LTE, but we find a large body of prior work in alternative settings.

Problem Statement. The identification of websites from encrypted traffic is a classification problem [37] where the adversary gathers labeled traffic traces of candidate websites for a training set to later test an unlabelled sample trace against it. We identify three fundamental attack characteristics to differentiate prior work. First, we can choose from a series of classifiers that take care of the comparison of website traffic. Features serve as input for the classifier and can originate directly from recorded traffic information, or they can be processed from the combination of different characteristics. Finally, the setup defines the experimental space with an open- or closed-world classification problem and the number of websites in the training and test sets.

State of the art. In 1998, Cheng et al. [7] introduced a first traffic fingerprinting attack that uses a two-dimensional feature space to identify web pages. Iterations of follow-up work continuously improved the above attack characteristics to get closer to a realistic evaluation while maintaining convincing success rates [14, 29, 44]. Up to this point, attacks successfully identify web pages from simple encrypted traffic, but are likely to fail with additional protection through, e.g., the Tor anonymity system. Follow-up work uses a k-Nearest-Neighbors classifier [47] or Support Vector Machines (SVM) [36] with success rates around 90 % on obfuscated Tor traffic. Current attacks extend this by automated feature engineering [51] and deep learning [37] with high success rates in large data sets.

Fingerprinting Attacks. We define two separate fingerprinting attacks that exploit the metadata information of encrypted LTE layer-two traffic:

(1) Website Fingerprinting. The adversary aims to learn the accessed websites from recorded user data traffic. He compares the unknown trace with a pre-recorded database of labeled website candidates and conducts a closed-world classification.

(2) Identification and Localization. The adversary aims to learn the temporary identity and/or presence of a specific user within a cell. This becomes possible by sending a particular traffic pattern to the public identity of the victim, which can then be recognized in the encrypted traffic. The attack is active and uses a sniffing tool in combination with a messaging interface (e.g., WhatsApp).

Attacker Capabilities. For the above attacks, we assume an adversary capable of sniffing the downlink and broadcast traffic of at least one LTE cell. The adversary does not know any key material of the victim, i.e., he cannot decrypt transmissions and has no access to the payload or IP header information of a packet. Furthermore, he does not know any internal LTE identities, e.g., the International Mobile Subscriber Identity (IMSI) or Temporary Mobile Subscriber Identity (TMSI), but can only learn the public identity of a user to contact him through a third party app (e.g., a messaging service such as WhatsApp). The adversary can access and decode transmissions ranging from the physical layer up to the PDCP layer.

Technical Requirements. The technical requirements for a passive attack can be satisfied by using open-source LTE software stacks such as srsLTE [43] implemented on a Software Defined Radio (SDR) in combination with an analysis framework (sniffer) like Airscope [42], imea OWL [5, 6], or other commercial systems [39]. In the case of active interference with the victim (identification and localization), the adversary repeatedly sends messages through a suitable interface. As the software stack implementation conforms with the official specification of LTE, both attacks can be conducted in an arbitrary radio cell. Nevertheless, transmission characteristics and, consequently, metadata information, might be sensitive to provider-specific configurations. In particular, this applies to the resource scheduling algorithms influencing the resource allocation.

In contrast to conventional fingerprinting attacks, the radio layer adversary does not depend on the physical access to network nodes. Consequently, attacks are more stealthy (wireless downlink sniffer cannot be backtracked), the required tools are affordable (less than $160), and a certain amount of mobility allows the adversary to cover different cells of multiple providers.

3 EXPERIMENTAL SETUP

In our experiments, we use a private LTE network to create a controlled lab environment in which we can isolate different influencing factors for fingerprinting attacks.

3.1 Network Setup

Our network setup consists of three main components. The (i) UE simulates the website requests of a user, the (ii) LTE radio cell that handles the requests and responses of the UE, and the different (iii) web servers that provide the requested contents (cf. Figure 1). For our attacks, we focus on the transmissions between the UE
and the eNodeB that serves as a base station of the radio cell of the LTE network. By exchanging information between the user’s smartphone and the base station (user data), we get access to transmissions up to the PDCP layer and record traces of website requests for the training corpus and our attack. In the case of the private LTE network, we can record traffic in the eNodeB component of the network and directly access the decoded PDCP and DCI information. In the commercial network setup, we do not control the eNodeB component and access transmissions with a sniffing tool [42].

We next define the technical characteristics of our network components and introduce the metadata features that we derive from the traces.

Network Components. In the network setup, we focus on the user’s device (UE) and the base station (eNodeB). The core network and web servers are relevant for the network setup, but are not part of the attacks.

- **User Equipment (UE).** The UE is a device, e.g., a smartphone, capable of sending and receiving mobile data via LTE. A programmable SIM card allows us to connect to our private LTE network. In our setup, we test four different smartphones that we either control via the Android Debug Bridge (ADB) or a simulated USB keyboard. The smartphones connect to the eNodeB component of our private LTE network and make requests for a defined set of websites. A detailed device specification is provided in Table 2.

- **Evolved Node B (eNodeB).** The eNodeB functions as a base station that provides a mobile data connection via LTE and connects to the Evolved Packet Core (EPC) with core network functionality. In our private LTE network, we use a B210 USRP and the srsLTE software stack version 18.06.

- **Evolved Packet Core (EPC).** The EPC is the core network that exchanges user and control data, e.g., website requests and LTE specific protocol data, between the eNodeB and the EPC. For user data, it functions as a gateway to forward IP data, e.g., website requests and responses to the Internet. For our attacks, we do not interfere with the core network.

- **Web Servers.** The network forwards all website requests to the original web servers of a site and transmits the response through the LTE network. Again, we do not interfere with the web servers.

Traffic Metadata. We use the RNTI to distinguish different traces and refer to DCI information to understand the resource allocation. Furthermore, we derive metadata features from the decoded PDCP information consisting of five features, i.e., the $f_1, rnti$ RNTI, ($f_2, seq$) PDCP sequence number, ($f_3, len$) PDCP packet length, ($f_4, abs$) absolute timestamp, and ($f_5, rel$) relative timestamp of each packet. Besides this raw transmission information, we generate an aggregated representation in which we summarize packets in time-based windows. We apply a window of 500 ms length and aggregate the packet occurrences in each window. Following this approach, we compress the original raw trace into five new features, i.e., the ($f_1, win$) window index, ($f_2, cnt$) number of packets in the window, ($f_3, iat$) average inter-arrival time between packets, ($f_4, byt$) total amount of data received in a window, and ($f_5, seq$) average sequence number within the window.

## 3.2 Recording Procedure

For the experiments of Section 4 and the website fingerprinting case study of Section 5, we follow a general recording procedure to gather the data sets of different scenarios.

1. **Launch Network.** We launch the simulated network using an SDR for the eNodeB component and a separate computer for the EPC component of the network. In the commercial setup, we connect to the eNodeB of a provider and do not run our own base station.

2. **Connect Phone.** By using a programmable SIM card, we connect the UE to the eNodeB component of the simulated network; for the commercial network, we use a standard SIM card of the provider. Once the mobile connection is established and all other data channels are disabled, the phone is ready to request websites. The follow three steps happen simultaneously:
   - (a) Iterate Websites. We iterate a fixed list of the Alexa top 50 websites (cf. Table 3). Depending on the number of iterations, we request each website $n$ times and then proceed to the next entry on the list.
   - (b) Timing. We define a page load timeout of 20 s after which we proceed to the next website request.
   - (c) Record Traces. We record each website request and save the raw trace in a database. The custom eNodeB of the private setup allows monitoring downlink and uplink traffic; in the commercial setup we are limited to monitoring downlink transmissions.

## 3.3 Parameters

We compare the success of different attack setups (①–⑧, cf. Table 1) and then vary the following parameters to help us understand the influencing factors of website fingerprinting attacks (③–⑧):

1. **Hardware & Software.** We vary the devices used as UE components in the network setup (cf. Table 2). The screen resolution (web page rendering), chipset (baseband implementation), or the OS version have a potential impact. **Question:** Do phone characteristics influence the attack success?

2. **Time.** Depending on the type of website, its content might change over time. Such changes also affect the traffic characteristics and influence the quality of a training data set that was recorded over longer periods. **Questions:** How much does time influence the quality of traces? Can the adversary gather traces over a longer period and still use them for an attack?

3. **Obfuscation.** While we conduct the attack on layer-two traffic, we cannot be sure whether application-layer security mechanisms influence the traffic features. **Question:** Is the attack still successful if we use Tor for additional application-layer obfuscation?

4. **Network.** Creating an LTE training data set induces a higher measurement overhead than conventional recording procedures. The possibility to use WiFi traffic for the training corpus would reduce this overhead. **Questions:** Can the adversary mix traffic from different networks and still be successful?
3.4 Attack

We refer to website fingerprinting classifiers that were previously introduced in the context of Tor.

Classifiers. We focus on three main machine-learning techniques that we find in recent WF approaches, namely, a k-Nearest-Neighbor (k-NN) classifier [47], Support Vector Machines (SVM) [36], and a general neural network. As an initial evaluation step, we compare the performance of all three classifiers. In this and all following experiments, we use the micro average $F_1$ score that summarizes the global number of all results in an experiment:

$$F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (1)

In all experiments, we use a 20-fold cross validation, i.e., the $F_1$ score summarizes the average attack performance for 20 random repetitions of one experimental setup. The random selection of traces follows a 80% training and 20% testing split.

4 PERFORMANCE BASELINE

In our experiments, we first focus on the comparison of attack setups and then continue with the best performing setup to evaluate a series of use-case scenarios.

4.1 Experiments

Table 1 documents the setups (1–6), where we begin with a comparison of three classifiers (1) for a first estimation of state-of-the-art attack techniques. We continue with an evaluation of the required measurement effort (2) and compare the attack performance for a varying number of traces in the data set. The two initial experiments help us to define a general setup that we use for the analysis of influencing factors (3–6). In particular, we address differences by hardware and software (3), the impact of time (4), application-layer obfuscation (5), and the effects of different networks (6). Our baseline experiments use a data set of 95,490 traces covering website requests recorded in seven months; we cover the Alexa top 50 documented in Table 3 for a closed-world attack.

4.1.1 Classifier Comparison. In our first experiment, we compare the performance of three classifiers (k-NN, SVM, Neural Network) on a data set of 60 traces per website of the Alexa top 50; in two iterations, we record website requests with and without browser caches.

Results. We see that the k-NN classifier performs best in the uncached setup, as well as in the more challenging cached setup where website requests are of smaller size because of stored contents. In general, all classifiers perform well and manage to identify websites with a success rate of at least 91% in the uncached and 78% in the cached setup. We continue to use the k-NN classifier in all following experiments.

4.1.2 Recording Effort. Our next experiment targets the required recording effort for an acceptable attack performance, i.e., we measure the improvement of the attack success for an increasing number of traces in the data set.

Results. We find a stronger average improvement of 4% per step in the range of 5 to 20 traces (each step adds five traces to the data set), which stagnates with an average of 0.3% for 20 to 60 traces. Considering the overhead of 20 additional measurements, the minimal improvement does not justify the overhead. We continue the following experiments with data sets of 20 traces per website.

4.1.3 Hardware and Software. Traffic characteristics not only depend on the underlying network but can also be influenced by the hardware and software of a device. In our experiments, we focus on two aspects: First, we conduct the attack with two different operating systems and, second, we compare the traffic of two identical smartphones. In both cases, we record traces in parallel to limit the effects of transmission characteristics and website contents.

Results. For the comparison of the iOS and Android device, we use an alternative recording procedure in which we control the smartphone through a simulated USB keyboard. In contrast to the Android debug bridge, this method lacks direct feedback for a completed page load, thus, we define a fixed recording duration of 20 s and compare only results of this alternative measurement setup. We achieve $F_1 = 0.696$ for the iOS traffic, and $F_1 = 0.738$ for the reference Android traffic. Both performances fall slightly below other cached classification results, which can be explained by the measurement procedure. Besides, both results are comparable, and we do not see a significant influence of the operating system (or browser). In the second experiment, we record traces with two identical devices in parallel. While different measurement dates or technical issues help to distinguish multiple devices, we do not find significant differences between both data sets recorded in parallel.

4.1.4 Time. Due to changing website contents, we consider time as an important influencing factor and can hinder an attack that uses data sets recorded over a longer period. In the following, we use two different data sets. First, we conduct a long-term experiment with a seven months gap between two recording iterations. Second, we repeat recordings for a continuous period of twelve days and analyze the impact of time. Our long-term data set consists of recordings from March and September 2018; we record the second data set in 12 consecutive days of September 2018.

In an offset attack, i.e., the training data originates from one day and does not mix with the testing data from another day. In a combined attack, the data sets of multiple recording sessions combine and the test traces originate from one of these recording sessions. While the offset experiments represent a scenario where the adversarial training data set is increasingly old, the combined experiments resemble a case in which recordings happen over a longer period.

Results. In both cases of the combined attack, we see a slightly decreased attack success with an average of $F_1 = 0.827$ (uplink and downlink) but still achieve a convincing attack success. In contrast, the offset experiments are limited to an average of $F_1 = 0.711$ for twelve days and we see a failing attack with an average of $F_1 = 0.032$ for seven months.

4.1.5 Obfuscation. To measure the effects of application layer obfuscation, we setup an Orbot [13] as Tor proxy that sends and receives all traffic through a Tor circuit.

Results. Our results show that we experience a lower classification success of $F_1 = 0.532$ when using this additional layer of obfuscation. This drop in performance can be explained with the transmission characteristics of Tor traffic (cf. Figure 2).
Table 1: Experimental Setups and Results

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Devices</th>
<th>Parameter</th>
<th>Classifier</th>
<th>Cached</th>
<th>Uplink</th>
<th>Downlink</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>Classifier</td>
<td>Nexus 5, P9 lite, Moto G4</td>
<td>-</td>
<td>k-NN</td>
<td>Uncached</td>
<td>0.949</td>
<td>0.945</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SVM</td>
<td></td>
<td>0.928</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NN</td>
<td></td>
<td>0.922</td>
<td>0.919</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>k-NN</td>
<td>cached</td>
<td>0.860</td>
<td>0.815</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SVM</td>
<td></td>
<td>0.822</td>
<td>0.776</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NN</td>
<td></td>
<td>0.842</td>
<td>0.806</td>
</tr>
<tr>
<td>②</td>
<td>Recording Effort</td>
<td>Nexus 5, P9 lite, Moto G4</td>
<td>5-20 Traces, 20-60 Traces</td>
<td>k-NN</td>
<td>Uncached</td>
<td>0.849</td>
<td>0.844</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.921</td>
<td>0.933</td>
</tr>
<tr>
<td>③</td>
<td>Hardware/Software</td>
<td>iPhone 6s, Moto G4</td>
<td>iOS (USB keyboard), Android (USB keyboard)</td>
<td>k-NN</td>
<td>Cached</td>
<td>0.686</td>
<td>0.706</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P9 lite A, P9 lite B</td>
<td>Same device</td>
<td>k-NN</td>
<td>Cached</td>
<td>0.835</td>
<td>0.805</td>
</tr>
<tr>
<td>④</td>
<td>Time</td>
<td>P9 lite</td>
<td>03/01 - 09/10 Combined, 03/01 - 09/10 Offset, 08/29 - 09/10 Combined, 08/29 - 09/10 Offset</td>
<td>k-NN</td>
<td>Uncached</td>
<td>0.871</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.037</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.819</td>
<td>0.790</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.737</td>
<td>0.685</td>
</tr>
<tr>
<td>⑤</td>
<td>Obfuscation</td>
<td>Moto G4</td>
<td>Tor</td>
<td>k-NN</td>
<td>Uncached</td>
<td>0.522</td>
<td>0.531</td>
</tr>
<tr>
<td>⑥</td>
<td>Network</td>
<td>P9 lite</td>
<td>WiFi Only, WiFi vs. LTE</td>
<td>k-NN</td>
<td>Uncached</td>
<td>0.946</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.155</td>
<td>0.123</td>
</tr>
</tbody>
</table>

Tor proxy transmits traffic through three-hop circuits built from relays of the Tor network. Such relays are available in places where users voluntarily offer hardware to contribute to the Tor network, consequently, we find a highly skewed relay distribution towards countries with larger Tor communities. In addition to usual transmission dynamics, this amplifies the effects of varying routes and extends the overall transmission distance from the client to the server and back. Second, transmissions through Tor circuits also affect the endpoint of a connection that eventually connects to the web server. Consequently, we experience different website contents adjusted to different user countries, which increases the diversity of monitored traces.

4.1.6 Network. In contrast to standard WF attacks on Tor, we experience a higher measurement overhead for generating a representative database of LTE traces. This is because we cannot use browser automatization, but depend on multiple smartphones to record website requests. An adversary could circumvent this situation if the attack were still successful with, e.g., WiFi training data. We run two simultaneous experiments in which one device connects to the standard LTE network, and the other device fetches websites via a WiFi router.

Results. Beginning with the reference experiment, we see that the attack remains successful with a classification success of \( F_1 = 0.946 \). This result lets us assume that the metadata information of WiFi traffic (instead of PDCP information we must refer to the frame length (comparable to the PDCP length), absolute and relative timestamp of a packet, and the PCAP frame number) still contains sufficient information to distinguish a set of websites. In the second step, we now train on WiFi traffic and conduct the attack with LTE traffic from the simultaneous recording. The average success of \( F_1 = 0.139 \) reveals that mixing up transmission protocols does not work out. One reason for this is the ratio between amount of data sent and the num (number of packets), i.e., \( ratio = \frac{sent}{num} \). In the case of WiFi traffic, we find an average ratio of 91.426, which stands in contrast to an average of 1030.139 for LTE traffic. We find another difference in the relation between the bytes and the number
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of packets sent in a window of 500 ms for all website requests in an experiment (cf. Figure 3). In a direct comparison between WiFi and LTE traffic, we find a maximum transmission count of approximately 1000 packets per window for the WiFi data set, and up to 1500 packets for LTE traffic.

Although the metadata features of WiFi and LTE traffic carry similar information, differences in the amount and size of sent packets confuse the classification process and explain the inability to combine the two data sets. We can explain the different transmission characteristics with the individual duplexing and medium access control mechanisms in both technologies: WiFi uses *time* division multiplexing with a CSMA/CA RTS/CTS\(^1\) scheme to coordinate the transmission between the decentralized clients, while LTE uses *frequency* division duplexing and a centralized way to control the medium access in which the eNodeB allocates resources in a time and frequency domain.\(^2\) In an ongoing downlink transmission, the eNodeB can actively allocate all resources for one client, leading to a large amount of data sent within a window. In contrast, WiFi needs to respect other clients that occupy the medium, thus it is not possible to send a large amount of data within one time frame.

### 4.2 Summary

We achieve high success rates for a closed-world setup with 50 websites and can assume that LTE layer-two traffic provides sufficient metadata to distinguish browsing traffic reliably. Our experiments cover different parameter setups that address influencing factors like varying website contents over time or application layer obfuscation. Nevertheless, we can only deliver an upper bound for the attack success in a controlled lab environment. Therefore, we continue our evaluation with two case studies in a commercial network setup that demonstrate the feasibility of fingerprinting attacks in a real-world scenario.

## 5 REAL-WORLD EXPERIMENTS

Figure 4 provides an overview of our real-world case studies. In the following, we introduce the experimental setups of both case studies and discuss their results.

---

\(^{1}\)Carrier Sense Multiple Access/Collision Avoidance, Request To Send/Clear To Send

\(^{2}\)Although the LTE specification also considers time division multiplexing, this setup is not relevant in practice.

---

### 5.1 Experimental Setup

While our baseline experiments use a whitebox setting, we now connect the UE to a blackbox commercial LTE network, where we do not deploy our own eNodeB (base station) and EPC (core network), but use a commercial SIM card to connect to one primary provider. Consequently, we cannot record traces in the eNodeB anymore, but need an additional radio-analysis tool [42] to monitor traffic between the UE and the commercial base station. Using this tool, we receive resource allocation information in uplink and downlink direction but can access traffic on the PDCP layer in downlink direction only. This is due to the challenging uplink synchronization between multiple UEs with varying transmission distances to the base station [6, 26].

The experimental setup of our case studies is a closer resemblance of the real-world attack scenario, as the adversary gains access to user data transmissions by passively monitoring traffic in a radio cell with a downlink sniffer. In our experiments, we focus on two attack aims (cf. Section 2.2) to either conduct a passive attack with the goal of fingerprinting websites (CS1), or actively interfere with transmissions to identify specific users from an injected watermark (CS2). We follow the recording procedure of our baseline experiments (cf. Section 4) and record traces for the same candidate set of 50 websites using one smartphone (LG Nexus 5) with an uncached browser setup and train the k-NN classifier on 20 downlink traces. Overall, we record 2772 live network traces with the baseline parameter setup of experiment ②. We limit our live network experiments to this single reference setup, as the recording overhead and cost increases for the commercial network.

### 5.2 CS1: Real World Website Fingerprinting

We first demonstrate the feasibility of website fingerprinting in a commercial network, which serves multiple active users in addition to the testing phone of our experimental setup. The downlink analysis tool [42] provides us with the DCI scheduling information, allows us to distinguish multiple transmissions through the RNTI, and to derive traffic metadata from the decoded PDCP sub-layer. We recognize the traces of our specific experimental UE using the Qualcomm debug interface and derive the RNTI using a TMSI lookup through SCAT [11]. For the sake of privacy, we do not conduct the...
attack on traffic of other active users and, furthermore, do not save these traces in our database.

**Experiments and Results.** The results of our 20-fold cross-validation reveal an attack success of $P_1 = 0.905$ on the downlink and are comparable to the attack success of the controlled lab environment (92% to 95%). During our experiments, an average of 10 active users was present in the commercial cell creating a downlink utilization of approximately 11%. In comparison, empirical results suggest an average utilization in the range of 25% (AT&T) up to 58% (Verizon) [26]. Even though these cells provide a higher load factor, we still expect a successful website fingerprinting attack. The reason for this lies in the fact that we use scheduling information, which leads to different traffic patterns as soon as a state of congestion is reached within the cell, e.g., at large public events that not necessarily serve as the standard attack scenario.

**Conclusion.** Our real-world experiments prove the feasibility of website fingerprinting in a commercial network. Hence, we must expect considerable privacy risks for users, as the attack succeeds in the presence of a passive radio adversary and does not depend on the control over multiple layer-three and -four network switches. Respective hardware is affordable at low prices (less than $160) and depends on an open-source software stack implementation. In contrast to conventional website fingerprinting, this leads to an easy entry point for the attack and creates a substantial impact.

## 5.3 CS2: Traffic Watermarking

In the second case study, we demonstrate the feasibility of a user identification and localization attack based on injected watermarks. The adversary can conduct such an attack to learn the RNTI of a specific user, e.g., perform a targeted website fingerprinting or derive the TMSI for longer lasting tracking attacks [38]. In contrast to the entirely passive attack of our first case study, the injection of watermarks requires an active interference of the adversary.

The adversary can learn the desired RNTI by sending distinct traffic patterns (watermark injection) to the public identity of a specific user. While monitoring the downlink transmissions of the radio cell simultaneously, he can identify the injected pattern within all other transmissions. Such patterns consist of repeatedly transmitted messages of $n$ bytes length, e.g., instant messages, that create a specific timing pattern in a transmission. We recognize the injected timing pattern through a threshold approach that compares all received frames with the sent pattern.

**Experiments.** We focus our experiments on two research questions. First, we demonstrate the feasibility of the identification and localization attack within the radio cell of a commercial network. Second, we analyze the robustness of the attack, i.e., we test the recognition rates for different injected watermarks and measure the success rates for a scenario in which the user is located in the monitored cell. In our experimental setup, we use a LG Nexus 5 with a commercial SIM card as the user’s phone and inject the traffic watermark using WhatsApp as an exemplary instant messaging app (we discuss alternative technical solutions for injecting traffic patterns in Section 6.2). The user’s phone connects to the radio cell of the SIM card’s provider and receives WhatsApp messages that we send to the respective WhatsApp account.

We use AirScope [42] to monitor the downlink traffic of the radio cell, i.e., we receive traces for all active transmissions within the cell and can distinguish connections by their RNTI. In the attack, we repeatedly send 100 B messages consisting of 100 characters (“AAAA...”) using the WhatsApp web interface on a separate computer. Encapsulation and encryption extend the initial 100 B of these raw messages, therefore, we monitor the outgoing traffic of the WhatsApp computer and receive the final byte pattern of our watermark. Using 0.5 s delays between each message, we create the timing pattern that later helps to identify the injected watermark.

The monitored downlink traffic consists of all transmissions within the radio cell. To recognize the injected watermark, we apply a threshold decision that defines an upper and lower bound for the size of a received message based on the average message size we monitored at the WhatsApp computer. For the decision, we iterate all RNTIs in the cell and count messages that satisfy the defined threshold. In case the number of messages within the threshold matches the original watermark, we handle this as detection.

**Results.** By applying the threshold recognition mechanism described above, we identify the RNTI of our test phone through the slightly delayed receive pattern (highlighted in black). We know the RNTI of our specific phone through the Qualcomm debug interface of the phone and use this as the ground truth in all experiments to verify that our attack leads to a correct result. The successful detection of our injected watermark serves as a proof-of-work for the intended identification attack.

In a second step, we analyze the robustness of the threshold recognition mechanism. Within a total of 48 repetitions, we record the sent pattern and compare it with the downlink traffic of the commercial network. With an average of 13 active users in the cell, we achieve a true positive detection rate of 88% and mismatch the watermark in 13% of cases. While these numbers indicate a convincingly successful detection rate, we leave alternative injection and recognition techniques for future work.

**Conclusion.** Active watermarking of layer-two traffic allows us to identify and localize a specific user within a radio cell of 1 km to 10 km radius [45]. In comparison to paging attacks, which cover an entire tracking area, the injection of layer-two watermarks allows for a more precise localization.

## 6 DISCUSSION

In the following, we discuss how a large-scale adversary can increase the attack impact, document the considerations for a real-world implementation of the attacks, and document possible limitations of our setup parameters.

### 6.1 Large-Scale Adversaries

The attacker model of Section 2.2 focuses on a single adversary monitoring traffic in one specific radio cell. If we extend this assumption to a large-scale adversary or a malicious provider, the impact of the attacks changes. We discuss the consequences of a stronger adversary for both case studies of Section 5.

**Large-Scale Attacker Model.** Large-scale attacks can target multiple radio cells at the same time. From a technical perspective, the adversary can accomplish this by deploying various sensors, e.g., downlink sniffing tools with appropriate hardware, within
when the user moves to another cell (i.e., based on packet sequence numbers or the RNTI reallocation scheme) [2]. Further, the malicious provider does not depend on additional actions to localize users within a cell and can analyze traffic using deep packet inspection.

**Website Fingerprinting.** As the large-scale adversary can analyze multiple radio cells simultaneously, he does not only increase the number of covered users but also receives the ability to derive a more diverse set of accessed websites. This ability improves the data set of the adversary and, eventually, the overall success of the attack. Consequently, data-hungry classification approaches, e.g., deep learning [37], become a possible option for the attack. Furthermore, the adversary can use his extensive knowledge to learn sensitive information like the correlation between browsing behavior and geographical locations.

**Identification and Localization.** With a deployed sensor network that, e.g., covers the area of a city, the adversary can use the active fingerprinting to track the whereabouts of a user consistently.

### 6.2 Real-World Considerations

Even though a series of countermeasures against identification attacks on LTE exists, we exploit so far unprotected layer-two characteristics. In the following, we discuss the impact of existing countermeasures and introduce more versatile injection techniques for the identification and localization attack.

**Existing Countermeasures.** Prior work in the context of localization and user identification attacks exploit the paging channel [26, 40]. A frequent and randomized reallocation of all temporary identifiers [16, 40], e.g., the TMSI, can help to mitigate the threat of paging attacks. As we exploit metadata information of layer-two traffic and do not depend on the control channel and the paging channel, such circumvention techniques do not affect our proposed identification and localization attack. More precisely, it remains successful even with continuously updated identifiers. In contrast to privacy-critical features, e.g., the Globally Unique Temporary ID (GUTI) reallocation, the RNTI reallocation policy is not part of the specification [1]. Jover [23, 24] demonstrated that real-world networks do not provide sufficient randomness and tracking between radio sessions based on the RNTI is feasible. Further, a study on user tracking suggests that RNTI tracking is even possible when the user moves to another cell (i.e., based on packet sequence numbers or the RNTI reallocation scheme) [2].

Countermeasures against website fingerprinting aim to obfuscate traffic characteristics that otherwise reveal the similarities between monitored website traces [47, 48, 52]. While we see that the general application layer obfuscation of Tor has a significant effect on the attack (cf. Section 4), we still experience a sufficiently high success rate of $F_1 = 0.532$. Targeted countermeasures against website fingerprinting might increase the obfuscation effect. Nevertheless, the implementation of layer-two obfuscation in LTE leads to an unacceptable performance overhead and cannot be considered a realistic option. The LTE radio layer is optimized for performance [26] and additional countermeasures, especially when focused on the specific use case of fingerprinting attacks, would increase the transmission overhead significantly.

**Active Fingerprinting.** Even though we successfully demonstrated the identification and localization attack using WhatsApp for the injection of traffic patterns, this method introduces a series of limitations. First, repeated signaling through instant messages can raise the conspicuousness of the user and lead to the blocking of the number. Second, it requires one specific application to conduct the attack. As in general all side channels triggering the reception of data are suitable candidates for the active injection of a fingerprint, alternative applications can extend the range and diversity of the injection mechanism. Examples of such alternatives are Facebook messages or the WhatsApp typing notification [30], but also WebSockets or embedded JavaScript offer the required functionality.

### 6.3 Upcoming 5G Deployment

The upcoming 5G specification brings new security features like IMSI encryption and initial Non-Access Stratum (NAS) message protection. Such features protect against privacy-invading IMSI catchers and the recently proposed TMSI/IMSI cracking attack [20]. In contrast to these improvements on the NAS layer, the layer two of 5G remains similar to LTE. In particular, the use of RNTIs as radio-layer identity or the downlink control information for managing the resource allocation lead to similar transmission characteristics for both generations.

Another important factor for the persisting threat of fingerprinting attacks is the latency and throughput optimization of 5G. More precisely, the high-performance radio layer and the low-latency transmissions of the core network preserve the timing relations of transmissions and do not allow for the high overhead of common traffic obfuscation. Consequently, we must assume that our attacks remain successful even in the upcoming 5G mobile generation.

### 6.4 Experimental Limitations

Our choice of setup parameters limits the findings of our experiments. In particular, the selection of website candidates for the generation of data sets influences the attack success in the lab and commercial network experiments. Furthermore, we limit out attacks to state of the art machine learning techniques but exclude deep learning from our analyses.

**Website Candidates.** We use the Alexa top 50 as a candidate set for a closed-world attack. This decision leads to a series of restrictions that on the one hand limit the impact of our results, but on the other hand guarantee a comparable performance baseline for future work in this context. While we know that closed world scenarios can hardly resemble a realistic attack situation [25] and even open-world setups remain unrealistic given the overwhelming number of websites in the Internet, such criticism originates from a
context where adversarial fingerprinting looks back on a comparatively long history of attack iterations. This means we already know that, e.g., website fingerprinting with Tor traffic, is possible, and open research questions address improvements towards realism or automatization of attacks [37]. On the other hand, we only stand at the beginning of LTE fingerprinting and, for the time being, need to find out whether such attacks are possible on layer-two traffic. That said, referring to the limited and closed-world selection of websites helps us to make these first steps and provide comparability of results. We leave the use of more sophisticated attack techniques and the processing of follow-up questions to future work.

Deep Learning Deep learning offers new opportunities that classical machine learning does not. Unfortunately, such opportunities come at the price of depending on huge data sets that entail a high measurement effort. For example, Rimmer et al. [37] use a closed-world data set consisting of 3.6 Million pages visits and 1200 website classes. In comparison, our data set provides a total of approximately 90,000 traces and requires around 6 h of recording time for a single experiment (20 repetitions for 50 websites). While we can assume that deep learning is possible in general, we cannot satisfy the data set requirements for a reasonable attack performance.

7 RELATED WORK
In the following, we discuss other privacy-invading attacks on LTE and address fingerprinting attacks with alternative use case characteristics.

7.1 Privacy Attacks on LTE
While we are the first to systematically explore LTE layer-two traffic fingerprinting as proposed by Rupprecht et al. [38], we only find related passive radio-layer attacks with the goal of identification and localization. Paging attacks trigger the wake-up procedure of an idle phone, e.g., through a silent SMS, and localize a specific user in a tracking area by observing the paging channel [20, 26, 40]. In contrast to their work, we pinpoint users by exploiting hardly protectable metadata rather than layer-three information. As discussed in Section 6.2, countermeasures like a frequent TMSI reallocation can only limit the period in which the adversary can de-anonymize the user [16], but do not prevent the attack. In contrast to our proposed attacks, paging takes place on a layer-three control channel, i.e., we do not depend on the third layer TMSI, but use the RNTI as radio session identifier.

Assuming RNTI reallocation techniques with sufficient randomness, such countermeasures still cannot prevent against layer-two fingerprinting. This is since the attacks of both case studies learn sensitive information from hardly protectable traffic metadata and the frequent reallocation of identifiers can only limit the identification periods but does not close the exploited attack vectors.

7.2 Fingerprinting Network Traffic
Fingerprinting attacks exploit similarities in network traffic and help to match otherwise concealed traffic and circumvent the protection of end-to-end encryption. In the following, we discuss passive and active traffic analysis attacks from other contexts in comparison with LTE layer-two fingerprinting.

Passive Traffic Analysis. We find a large body of passive traffic analysis attacks in the context of Tor. Passive flow comparison attacks [27, 41] use the metadata of encrypted traffic and apply distance metrics like Mutual Information or Pearson correlation to identify the relation between connection endpoints. Other examples for traffic confirmation are statistical disclosure [9, 10] or traffic analysis at Internet exchange points [35]. Traffic confirmation attacks have a strong attacker model in common, i.e., they depend on a large-scale adversary to cover a sufficient number of nodes in the network. This stands in contrast to the passive radio attacker that reaches all active users of a provider’s cell using low-cost hardware and an LTE software stack.

Active Fingerprinting. Active attacks allow the adversary not only to monitor transmissions through the network but also to interfere with traffic to improve the chances for a successful attack. One example of this are watermarking attacks [4, 17, 18, 50], in which the adversary injects remarkable traffic patterns that help to identify transmissions on their way through the network. While these injected patterns increase the attack success, they might reveal the activity of an attacker on the other hand. Other active attacks use coding techniques to add a specific pattern [32] or exploit dependencies within and between transmission protocols [12, 19]. Active fingerprinting attacks are comparable with the identification and localization attack of our second case study. Nevertheless, active fingerprinting, e.g., in context of Tor, helps to match connection endpoints rather than revealing the whereabouts of users.

8 CONCLUSION
We analyzed the impact of LTE layer-two fingerprinting attacks and their feasibility in a commercial network. Our work revealed serious security and privacy issues and provides proof that passive and active fingerprinting attacks are feasible with high success rates around approximately 90 %. The evaluation of influencing factors in a whitebox network setup revealed the convincing performance of state of the art attack techniques for a website fingerprinting attack (91 % to 95 %), but also indicates the potential of application layer obfuscation (53 %) as a protection mechanism available by user choice. Two real-world case studies backed up our whitebox experiments and proved the feasibility of traffic fingerprinting in commercial networks. While the commercial network website fingerprinting remained successful for 90 % of web pages, the demonstration of an active watermarking attack further enables the adversary to identify and localize specific users in a radio cell. The combination of both attacks amplifies the impact of traffic fingerprinting of LTE layer-two traffic, yet we learned that existing defenses provide no protection and layer-two countermeasures are too expensive. This situation continues in the upcoming 5G specification, where we find similar layer-two functionality.
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APPENDIX

In the following, we provide additional background information on the experimental setups of this work.

Experimental Setups

In our experiments, we use the devices for recording website traffic as summarized in Table 2. Different screen resolutions or browser versions can influence the rendering of web pages and therefore are a potential influencing factor for transmission characteristics and the success of website fingerprinting.

Table 3 provides an overview of the Alexa website collection at the time of our experiments. Please note that the documented selection of websites can only provide a snapshot and the top 50 pages vary over time.

Mobile Communication Acronyms

DCI Downlink Control Information
eNodeB Evolved NodeB
EPC Evolved Packet Core
GUTI Globally Unique Temporary ID
LTE Long Term Evolution
MAC Medium Access Control
UE User Equipment
NAS Non-Access Stratum
IMSI International Mobile Subscriber Identity
TMSI Temporary Mobile Subscriber Identity
RAP Random Access Procedure
RAR Random Access Response
RLC Radio Link Control
RNTI Radio Network Temporary Identifier
C-RNTI Cell-RNTI, sub-range of the RNTI
PDCP Packet Data Convergence Protocol
SDR Software Defined Radio

Table 3: Alexa Top 50 Websites.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Website</th>
<th>Rank</th>
<th>Website</th>
<th>Rank</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>google.com</td>
<td>18</td>
<td>yandex.ru</td>
<td>35</td>
<td>livejasmin.com</td>
</tr>
<tr>
<td>2</td>
<td>youtube.com</td>
<td>19</td>
<td>netflix.com</td>
<td>36</td>
<td>imdb.com</td>
</tr>
<tr>
<td>3</td>
<td>facebook.com</td>
<td>20</td>
<td>t.co</td>
<td>37</td>
<td>stackoverflow.com</td>
</tr>
<tr>
<td>4</td>
<td>wikipedia.org</td>
<td>21</td>
<td>github.com</td>
<td>38</td>
<td>csdn.net</td>
</tr>
<tr>
<td>5</td>
<td>yahoo.com</td>
<td>22</td>
<td>xvideos.com</td>
<td>39</td>
<td>blogspot.com</td>
</tr>
<tr>
<td>6</td>
<td>reddit.com</td>
<td>23</td>
<td>ebay.com</td>
<td>40</td>
<td>github.com</td>
</tr>
<tr>
<td>7</td>
<td>amazon.com</td>
<td>24</td>
<td>bing.com</td>
<td>41</td>
<td>whatsapp.com</td>
</tr>
<tr>
<td>8</td>
<td>twitter.com</td>
<td>25</td>
<td>twitch.tv</td>
<td>42</td>
<td>paypal.com</td>
</tr>
<tr>
<td>9</td>
<td>live.com</td>
<td>26</td>
<td>Image.com</td>
<td>43</td>
<td>wiki.com</td>
</tr>
<tr>
<td>10</td>
<td>vk.com</td>
<td>27</td>
<td>msn.com</td>
<td>44</td>
<td>qq.com</td>
</tr>
<tr>
<td>11</td>
<td>sobu.com</td>
<td>28</td>
<td>apple.com</td>
<td>45</td>
<td>taobao.com</td>
</tr>
<tr>
<td>12</td>
<td>instagram.com</td>
<td>29</td>
<td>wordpress.com</td>
<td>46</td>
<td>craigslist.org</td>
</tr>
<tr>
<td>13</td>
<td>sina.com.cn</td>
<td>30</td>
<td>office.com</td>
<td>47</td>
<td>adobe.com</td>
</tr>
<tr>
<td>14</td>
<td>jd.com</td>
<td>31</td>
<td>microsoft.com</td>
<td>48</td>
<td>dropbox.com</td>
</tr>
<tr>
<td>15</td>
<td>weibo.com</td>
<td>32</td>
<td>ok.ru</td>
<td>49</td>
<td>booking.com</td>
</tr>
<tr>
<td>16</td>
<td>360.cn</td>
<td>33</td>
<td>alexpress.com</td>
<td>50</td>
<td>thestartmagazine.com</td>
</tr>
<tr>
<td>17</td>
<td>linkedin.com</td>
<td>34</td>
<td>tumblr.com</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Specification of Experimental Devices.

<table>
<thead>
<tr>
<th>Device</th>
<th>Resolution</th>
<th>Chipset</th>
<th>OS</th>
<th>Browser</th>
<th>Release</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motorola Moto G4</td>
<td>1080x1920</td>
<td>Snapdragon 617</td>
<td>6.0.1</td>
<td>Chrome</td>
<td>2016</td>
</tr>
<tr>
<td>Huawei P9 Lite</td>
<td>1080x1920</td>
<td>Kirin 650</td>
<td>7.0</td>
<td>Chrome</td>
<td>2013</td>
</tr>
<tr>
<td>LG Nexus 5</td>
<td>1080x1920</td>
<td>Snapdragon 800</td>
<td>5.1</td>
<td>Chrome</td>
<td>2013</td>
</tr>
<tr>
<td>Apple iPhone 6s</td>
<td>750x1334</td>
<td>Apple A9</td>
<td>12.0</td>
<td>Safari</td>
<td>2015</td>
</tr>
</tbody>
</table>